Acquisition Plan
Introduction

The Lattice QCD Computing Project will develop and operate new systems in each year from FY2006 until 2009.  These computing systems will be deployed at Fermilab (FNAL) and at Jefferson Lab (JLab).  In addition, the project will operate the 4.2 Tflop/s US QCDOC supercomputer at Brookhaven National Lab (BNL), as well as the prototype clusters developed under the SciDAC program at FNAL and at JLab.  Table 1 shows the planned total computing capacity of the new deployments, and the planned delivered (integrated) performance.  The integrated performance figures assume at the beginning of FY2006 1.6 Tflop/s of total capacity of the SciDAC prototype clusters at JLab and FNAL, and 4.2 Tflop/s capacity on the US QCDOC at BNL.  Note that in all discussions of performance, unless otherwise noted, the specified figure will reflect an average of the sustained performance of domain wall fermion (DWF) and improved staggered (asqtad) algorithms.  On clusters, DWF code sustains approximately 30% greater flop/sec than asqtad code.
	
	FY 2006
	FY 2007
	FY 2008
	FY 2009

	Sum (JLab + FNAL) of new Deployments, Tflop/s
	2.0
	3.1
	4.2
	3.0

	Delivered Performance (JLab + FNAL + QCDOC), Tflop/s-yr
	6.2
	9
	12
	15


Table I – Performance of New System Deployments, and Integrated Performance (DWF+asqtad averages used)


	
	
	
	
	

	
	
	
	
	

	
	
	
	
	




Compute Nodes

Lattice QCD codes are floating point intensive, with a high bytes-to-flops ratio (1.45 single precision, 2.90 double precision for SU(3) matrix-vector multiplies).  When local lattice sizes exceed the size of cache, high memory bandwidths are required.

The currently available commodity processors with the greatest memory bandwidths are Intel ia32 processors with 800 MHz (effective) front side buses (Xeon “Nocona”, Xeon “Paxville”, Pentium 5xx, Pentium 6xx, Pentium 8xx), Intel ia32 processors with 1066 MHz front side buses (Pentium 4 Extreme Edition), and the AMD Athlon64, AthlonFX, and Opteron processors.  The IBM PPC970 processor, also called the G5 by Apple, has a 1066 MHz memory bus.  However, the split 64-bit data bus on this processor (32-bits read-only, 32-bits write-only, simultaneous reads and writes permitted) yields a lower effective bus speed on binary operations.  Memory bandwidth benchmarks, as well as lattice QCD code, indicate that the PPC970 is not as cost effective, for data sizes exceeding cache, as the Intel and AMD processors.

The Pentium, Athlon64, and AthlonFX processors can only be used in single processor systems.  The Xeon and Opteron processors can be used in dual and quad processor systems.  The total cost of quad processor systems of both types, including the cost of the high performance network, greatly exceeds the cost of two dual processor systems with network.  At the current cost of Infiniband and competing high performance networks, quad processor systems are not as cost effective as single or dual processor systems.
In the past year, Intel and AMD have begun to offer dual core processors.  Lattice QCD benchmarks on the Intel dual core Pentium 4 (single processor socket) series, Pentium 8xx, have shown that these dual core processors scale very well on MPI jobs when the cores are treated as independent processors.  The dual core versions typically have lower clock speeds than the analogous single core processors; however, the degree of scaling on MPI jobs is sufficient to make these processors a more cost effective choice.  Roadmaps from both Intel and AMD indicate that nearly all forthcoming designs will be multicore, initially with two cores and moving to four cores in 2007 and beyond.
All current dual processor Xeon motherboard designs, with the exception of the Raytheon Toro, use a single memory controller to interface the processors to system memory.  As a result, the effective memory bandwidth available to either processor is half that available to a single processor system.  Opteron processors have integrated memory controllers and local (to the processor) memory buses, with a high-speed link (HyperTransport) allowing one processor to access the local memory of another processor.  Such a NUMA (non uniform memory access) architecture makes multiprocessor Opteron systems viable for lattice QCD codes.  However, in all benchmarking performed to date, lattice QCD codes have not performed as well on Opteron processors as on the Intel counterparts sold at similar price points.  Opterons have smaller instruction latencies (fewer cycles per instruction) than Xeon chips, but have lower frequencies.  On processors with similar instruction issue capabilities, like AMD Opteron and Intel x86 models, codes that can keep instruction pipelines full perform best on higher frequency processors.
Intel’s system roadmaps indicate that dual processor systems with dual independent memory buses will be available by the beginning of the second quarter of 2006.  Intel’s reference design is called “Bensley”.  The “Bensley” platform will have NUMA characteristics very similar to multiprocessor Opteron systems.  Further, “Bensley” platform processors will be dual core, and will have 1066 MHz memory buses. 

Based on benchmarking and prototyping performed in FY 2005, the leading candidates for compute nodes in FY 2006 are those built upon single processor, dual core Pentium, dual processor dual core Xeon in the “Bensley” configuration, and dual processor dual core Opteron motherboards supporting PCI-E.  As of November 2005, the most cost effective platform is based on Intel Pentium 8xx (dual core) processors.  Such platforms will be used for the JLab FY2006 cluster.  “Bensley”, with a faster memory bus and faster processor than competing AMD Opteron platforms, is the most likely choice for the FNAL cluster.


We have found that hardware management features such as IPMI minimize the operating costs of commodity clusters.  We will choose systems in FY 2006 based upon motherboards that support out-of-band management features, such as system reset and power control.

High Performance Network

Based on SciDAC prototypes in FY 2004 and FY 2005, Infiniband is the preferred choice for the FY 2006 clusters.  The JLab cluster will use 4X Infiniband parts, matching the FNAL “Pion” cluster.  The FNAL FY2006 cluster will be procured later, starting in March 2006.  A variety of Infiniband configurations will be available from multiple vendors at that time.  In addition to the currently available single data rate host channel adapters (HCA) and switches, by 2006 dual data rate hardware will also be widely available.  Further, 12X single and perhaps double data rate HCA’s are predicted to be on the market, though no computers are expected to be available which could source or sink either 12X or 24X data rates.  The double data rate HCA’s will be priced higher than single data rate interfaces, as will the double data rate switches compared with the single data rate versions.  Vendor roadmaps indicate that double data rate components will be downward compatible with single data rate equipment.  
To date, all prototyping for LQCD has used Infiniband host channel adapters in 4X lane widths.  According to Mellanox, the higher system clock necessary on double data rate 4X HCA’s will cause them to exhibit lower latency than single data rate 4X parts.  Application modeling, and if possible, benchmarking will be required to determine which version – 4X single rate or 4X double rate – yields the best price/performance ratio.  A further consideration is the possible re-use of the FY 2006 network in FY 2009; the higher bandwidth available with double rate may be preferred for use in FY 2009.

Current switch configurations from multiple Infiniband vendors include 24, 96, 144, and 288-port switches.  For the large clusters to be built in this project, leaf and spine designs are required.  Because even 4X HCA bandwidths exceed the requirements for lattice QCD codes, oversubscribed designs will be used.  A 2:1 design, for example, would have 16 computers attached to a 24-port switch, with the remaining 8 ports used to connect to the network spine.  The FY2005 FNAL SciDAC cluster will be used to measure the tolerance of lattice QCD codes to oversubscription; greater oversubscription drives the cost of the network down by lowering the number of spine ports required.

A 2:1 oversubscribed design supporting 1024 compute nodes would employ 64 24-port leaf switches, and either six 96-port, four 144-port, or two 288-port spine switches.  A 5:1 oversubscribed design supporting 1024 compute nodes would employ 52 24-port leaf switches, and either two 144-port or one 288-port spine switch.

Service Networks

Although Infiniband supports TCP/IP communications, we believe that standard Ethernet will still be preferred for service needs.  These needs include booting the nodes over the network (for system installation, or in the case of diskless designs, for booting and access to a root file system), IPMI access (IPMI-over-LAN), serial-over-LAN, and NFS access to “home” file systems for access to user binaries.  All current motherboard candidates support two embedded gigabit Ethernet ports.  If the FY 2005 FNAL cluster shows that IP operations over Infiniband are reliable for file I/O, we would choose a distributed fast Ethernet service network (48-port or larger leaf switches with gigabit Ethernet uplinks to a gigabit Ethernet spine switch).  Otherwise, we would implement a distributed gigabit Ethernet service and I/O network.

In our experience, serial connections to each computer node are desirable. These connections can be used to monitor console logs, to allow login access when the Ethernet connection fails, and to allow access to BIOS screens during boot.  Either serial-over-LAN (standard with IPMI 2.0) or serial multiplexers will be used to provide these serial connections.

Network Plan

We will replicate the network layout currently used on all of the FNAL and JLab prototype clusters.  In these designs all remote access to cluster nodes occurs via a “head node”, which connects to both the public network and to the private network that forms the sole connection to the computer nodes.  Secure ID logon (Kerberos at FNAL, ssh at JLab) is required on the head node. “R-utility” (rsh, rlogin, rcp) or host authenticated ssh are used to access the compute nodes.  
File I/O

Particularly for analysis computing, large aggregate file I/O data rates (multiple streams to/from diverse nodes) are required.  Data transfers over the high performance Infiniband network will be preferred if reliable.  Conventional TCP/IP over Infiniband relies on IPoIB, with SDP (Socket Data Protocol) available as an attractive alternative that incurs less processor overhead. Both alternatives will be investigated on the FNAL FY 2005 prototype.

NFS has not proven to be reliable on our prototypes for file reading and writing.  Instead, command-based transfers using TCP, such as rcp, scp, rsync, bbftp, etc., have been adopted.  On the JLab and FNAL clusters, multiple raid file systems available at multiple mount points have been used.   Utility copy routines have been implemented to throttle access, and to abstract the mount points (e.g., copy commands refer to /data/project/file, rather than /data/diskn/file.   FNAL uses dCache as an alternative.  dCache provides a flat file system with scalable, throttled (reading), and load balanced (writing) I/O; additionally, it supports transparent access to the FNAL tape-based mass storage system.


Ethernet Network Architecture Diagram and Description
The diagram above shows the Ethernet network architecture of the cluster to be installed at Fermilab.  A similar architecture will be used at Jefferson Lab.  At Fermilab, public and private gigE networks will be used.  The public gigE network connects via a Cisco switch to the Fermilab wide area network.  Initially a single gigabit ethernet connection will be used.  Multiple gigabit connections may be trunked if higher bandwidth is required.  The LQCD facility can access the Fermilab mass storage facility via the Fermilab WAN.  Within the mass storage facility are multiple tape mover nodes, each attached to an STK 9940B tape drive (in the future, LTO-3 drives will be available as well).  Also within the mass storage facility are multiple dCache pool nodes, which provide a disk cache on top of the tape storage.  

Users of the facility login to the head (login) node; the scheduler (Torque plus Maui) runs on this node.  Approximately 10 Tbytes of local disk are attached to the login node. 

The worker nodes are connected via fast Ethernet switches with gigabit Ethernet uplinks to a private spine gigabit Ethernet switch.  The head node communicates via this private network with the worker nodes.  This network is used for login access to the worker nodes by the scheduler (using rsh).  Each worker NFS-mounts the /home and /usr/local directories from the head node.  Binaries are generally launched from the /home directory.  Each worker node has considerable (20 Gbytes or greater) local scratch space available.  High performance I/O transfers to and from the worker nodes utilize the Infiniband network (see drawing below); the head node is bridged to the Infiniband network via a router node (not shown in drawing) that is connected to both the private gigabit Ethernet network and the Infiniband fabric.

The workers and the head node can access a dedicated volatile dCache system.  This system consists of several elements.  The pnfs server provides a flat name space via NFS.  The pool manager (labeled dCache PM in the diagram) mediates connections between the various nodes.  The pool nodes manage large disk storage arrays.  When a file is copied into the dCache system, via load balancing algorithms the pool manager selects the best pool node.  The worker node, or the head node, subsequently writes data to the pool node via TCP over either the private gigabit Ethernet network, or the Infiniband fabric (using IPoIB, and eventually SDP).  When a file is copied out of the dCache system, via throttling algorithms the request is queued until the pool node holding the file is available for data transfer over either the gigabit Ethernet network or the Infiniband fabric.
The design of dCache allows storage resources to be added transparently through the addition of pool nodes.  High performance transfers using SRM, GridFTP, and other services move files between the LQCD volatile dCache and the Fermilab public dCache and other mass storage systems.  DCache also provides a library interface with POSIX and ANSI calls; this allows user programs on the worker nodes to directly read and write files stored within the pool nodes.


Infiniband Architecture Diagram and Description

The diagram above shows the Infiniband architecture to be used on the Fermilab cluster.  A similar architecture with dCache will be used on the JLab cluster.

On both clusters, a leaf and spine approach will be used.  Each set of worker nodes will be connected to a 24-port leaf switch.  Multiple links connect each leaf switch to a central spine switch (or switches, depending upon implementation).  The Infiniband fabric will be used for internode communications for LQCD applications via MPI (mvapich and mpich-vmi versions will be available).  The Infiniband fabric will also be used for high performance file I/O via TCP, using IPoIB.  A high performance I/O path from the head node to each worker node will be available through the use of a router node which will route packets from gigabit Ethernet to the Infiniband fabric and vice versa (not shown in diagram).  Infiniband fabric connections to each of the dCache pool nodes will allow for high performance I/O between the worker nodes and the LQCD volatile dCache.

Software Deployment and Other Integration Tasks

To bring the Fermilab and Jefferson Lab clusters into production, the following integration tasks will be necessary (order may vary from that shown):

1. Prepare system installation images for worker nodes (Scientific Linux version 4 for Fermilab, RedHat Enterprise Linux or Fedora Core for Jefferson Lab).  These images will include the Infiniband software stack (OpenIB, or commercial) as well as the SciDAC LQCD shared libraries.
2. Install system images on all worker nodes.
3. Unit test worker nodes.  These tests will include memory tests, multiple reboot and power cycle tests, disk tests, and LQCD single node application testing and performance verification.
4. Unit test worker racks.  This will require configuring the Infiniband fabric within each rack.  During these tests, each rack will be operated as an independent cluster.   The tests will include LQCD multinode application testing and performance verification. 
5. Integrate worker racks.  This requires the interconnection of the individual racks to the Infiniband and gigabit Ethernet spine fabrics, and the configuration of the Infiniband subnet manager and monitoring facilities.
6. (Fermilab) Attach dCache pool nodes to Infiniband fabric and perform dCache configuration.
7. Configure IPMI facilities on all worker nodes; this includes initializing BMC network parameters (IP addresses, subnet masks, ARP and gratuitous ARP configuration).
8. Test IPMI facilities on all worker nodes.
9. Port existing LQCD hardware management scripts and utilities from IPMI version 1.5 to version 2.0 (software development task).
10. On head node, deploy commercial compilers (Intel, Portland Group, Pathscale if Opterons are purchased).
11. On head node, build and deploy SciDAC libraries.
12. On head and worker nodes, deploy SciDAC common runtime environment.
13. On head and worker nodes, deploy and configure batch system (Torque plus Maui).
14. On head and worker nodes, create authorized user accounts.
15. Test batch system.
16. Test LQCD applications.


FY2006 Acquisitions
In FY2006, the Lattice QCD Computing Project will acquire two clusters.  The first will be installed at JLab.  Funding for this cluster will be provided by SciDAC equipment funds, JLab in-kind contributions to the SciDAC program, and Lattice QCD Computing Project funds.  The JLab cluster will be very similar to the Fermilab “Pion” cluster, installed in 2005.  “Pion” consists of 520 Pentium 640 nodes with a Mellanox Infiniband fabric.  The JLab cluster will be approximately 260 nodes and will use the same model Mellanox Infiniband parts.  

Benchmarking of dual-core processors in November at JLab and at FNAL showed that approximately 30% more computational throughput could be obtained on a single 3.0 GHz Pentium 830D dual core system, using both cores via MPI, as could be obtained on a Fermilab “Pion” single node (3.2 GHz, single core).  However, it was not clear from single node testing how well throughput would scale on a cluster.  Accordingly, SciDAC and in-kind funds will be used to acquire a 130-node prototype.  If testing on this prototype shows that scaling is strong enough to offer better price/performance than a cluster based on single core processors, project funds will be used to purchase an additional 130 nodes.  If not, the project cluster will use Pentium 640 single core nodes similar to those used on the Fermilab “Pion” cluster.

Assuming that the dual core nodes offer better price/performance, the nodes will be single-processor dual-core Pentium 830D computers, based on the same PCI-E chipset as the Fermilab “Pion” nodes.  Because of the matching PCI-E chipset and the identical Mellanox Infiniband parts, the JLab cluster will be able to reuse the FNAL “Pion” software configuration (OpenIB stack, mvapich and/or mpich-vmi).  Acquisition of the JLab SciDAC cluster began in late fiscal FY2005 with the purchase of the first half of the Infiniband fabric.  Acquisition of the second half of the fabric, and the SciDAC compute nodes, will occur starting in December 2005.  Testing of the SciDAC cluster will occur in February.  Depending upon the results of testing, project funds will be used to buy additional Infiniband fabric and either dual- or single-core nodes.  Dual-core nodes would be procured via the exercise of an option on the December dual-core SciDAC procurement.  Single-core nodes would require a new RFP.  The JLab cluster will be released into production by the end of the 3rd fiscal quarter of FY2006.

[Note: Testing of the SciDAC nodes at JLab in February confirmed that dual-core Pentium 830D nodes were more cost effective than single-core Pentium 640 nodes.  Additional nodes and Infiniband equipment were purchased in February.  Integration of the full 280 node cluster began in early April.  Release to production occurred May 1.]

The second cluster will be installed at Fermilab, and it will be based on an Infiniband fabric.  Because the forthcoming “Bensley” platform, discussed above (see Compute Nodes), offers the promise of a more cost effective solution than the clusters built to date, this cluster acquisition will not occur until after “Bensley” and competing platforms have been evaluated via prototyping and are commercially available.   We will begin acquisition of the cluster in February, with integration beginning in June and release to production by the end of FY2006.  Lattice QCD Computing Project funds will be combined with SciDAC equipment funds, as well as the remaining funds from the DOE supplemental grant used in FY2005 to purchase “Pion”.

Acquisitions in FY2007-FY2009

In FY2007 through FY2009, the specific configurations of the systems acquired in each year will be determined by evaluating the available commodity computing equipment and selecting the most cost effective combinations of computers and networks for lattice QCD codes.  Commercial supercomputers will also be evaluated for cost effectiveness.

Acquisitions at JLab and FNAL follow procurement procedures documented at each site.  RFP’s will be released for each purchase to a number of vendors to ensure competitive pricing.  Acceptance tests at each site will include unit tests of the computers and Infiniband components, system tests of the clusters to verify performance on LQCD codes, and reliability tests under heavy compute and I/O loads.
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�This is too simplistic, in that if the NIC is extremely expensive, the quad's could still win.  Need to add a qualifier.


�Actually, if the 16 nodes are arrange in lattice space as 2^4, than this is only 1:1 for all barrel shifts (even simultaneous) in that half of all flow terminate within a 24 port switch.  Arguably, we could put even more nodes onto a 24 port switch.  E.g. 18 nodes would use 8 (via the 2x collapse effect) plus 2 (unboxed nodes), or 10 links driving 6 outputs, so only a 5:3 oversubscription.  It is a less regular pattern, but then 52 switches would yield better than 2:1 instead of the 5:1 you state.  It would require smart node placement software.


�Note: at JLab we have consistently used less memory per node, forcing jobs to run on more nodes.  This option should be carefully studied for price/performance advantages.  The sweet spot to us in 2002 and 2003 was 1/4 GB, and in 2004 1/2 GB.  Possibly in 2005-6 the sweet spot will be 1 GB.
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