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Theory status – summary

Contribution Value ×1010 Uncertainty ×1010

QED (5 loops) 11 658 471.895 0.008
EW 15.4 0.1
HVP LO 692.3 4.2
HVP NLO -9.84 0.06
HVP NNLO 1.24 0.01
Hadronic light-by-light 10.5 2.6
Total SM prediction 11 659 181.5 4.9

BNL E821 result 11 659 209.1 6.3
FNAL E989/J-PARC E34 goal ≈ 1.6

A reduction of uncertainty for HVP and HLbL is needed. A
systematically improvable first-principles calculation is desired.
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First-principles approach to HVP LO

Quark-connected piece with by far dominant
part from up and down quark loops,
O(700× 10−10)

Quark-disconnected piece, −9.6(4.0)× 10−10

Phys.Rev.Lett. 116 (2016) 232002

QED corrections, O(10× 10−10)
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HVP quark-connected contribution

Biggest challenge to direct calculation at physical pion masses is to
control statistics and potentially large finite-volume errors.

Statistics: for strange and charm solved issue, for up and down
quarks existing methodology less effective

Finite-volume errors are exponentially suppressed in the simulation
volume but may be sizeable
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HVP quark-connected contribution

Starting from the vector current

Jµ(x) = i
∑

f

Qf Ψf (x)γµΨf (x)

we may write

aHVP
µ =

∞∑

t=0

wtC (t)

with

C (t) =
1

3

∑

~x

∑

j=0,1,2

〈Jj(~x , t)Jj(0)〉

and wt capturing the photon and muon part of the diagram
(Bernecker-Meyer 2011).
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Integrand wTC (T ) for the light-quark connected contribution:
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Addressing the long-distance noise problem

I Replace C (t) for large t with model; multi-exponentials for t ≥ 1.5
fm was recently used to compute aHVP LO CON

µ = 666(6)× 10−10

arXiv:1601.03071.

I Our recent improvement: Improved stochastic estimator
(hierarchical approximations including exact treatment of low-mode
space; DeGrand & Schäfer 2004):
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Complete first-principles analysis

I Currently the statistical uncertainty for a pure first-principles
analysis in the continuum limit is at the ∆aµ ≈ 15× 10−10

level

Hadronic contributions to aµ

Contribution Value ⇥1010 Uncertainty ⇥1010

QED (5 loops) 11 658 471.895 0.008
EW 15.4 0.1
HVP LO 692.3 4.2
HVP NLO -9.84 0.06
HVP NNLO 1.24 0.01
Hadronic light-by-light 10.5 2.6
Total SM prediction 11 659 181.5 4.9

BNL E821 result 11 659 209.1 6.3
Fermilab E989 target ⇡ 1.6

A reduction of uncertainty for HVP and HLbL is needed. For HLbL
only model estimations exist. ) First-principles non-perturbative
determination desired.

1 / 20

I Sub-percent statistical error achievable with a few more
months of running

I While we are waiting for more statistics . . .
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Combined lattice and dispersive analysis

We can use the dispersion relation to overlay experimental e+e− scattering data
(Bernecker, Meyer 2011). Below the experimental result is taken from Jegerlehner
2016:
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The lattice data is precise at shorter distances and the experimental data is precise at
longer distances. We can do a combined analysis with lattice and experimental data:
aµ =

∑T
t=0 wtC lattice(t) +

∑∞
t=T+1 wtCexp(t)

Combined lattice + R(s) result (no lattice charm)
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Errors range from ∼ 0.5 to 1.2 % for T . 12 (GeV−1)

This is a promising way to reduce the overall uncertainty on a short time-scale.
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We can also learn about the validity of long-distance modelling
from using the R-ratio data
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If only data t ≤ 1.5 fm is used to constrain such a model, it is conceivable
to systematically undershoot the true HVP by O(30× 10−10).
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Addressing the long-distance noise problem

I Replace C (t) for large t with model; multi-exponentials for t ≥ 1.5
fm was recently used to compute aHVP LO CON

µ = 666(6)× 10−10

arXiv:1601.03071. Difficult to control systematics of modelling.

I Our recent improvement: Improved stochastic estimator
(hierarchical approximations including exact treatment of low-mode
space):
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HVP quark-disconnected contribution

First results at physical pion mass with a statistical signal
Phys.Rev.Lett. 116 (2016) 232002

Statistics is clearly the bottleneck; calculation was a potential
road-block of a first-principles calculation for a long time; due to
very large pion-mass dependence calculation at physical pion mass
is crucial.

New stochastic estimator allowed me to get result

aHVP (LO) DISC
µ = −9.6(3.3)stat(2.3)sys × 10−10

from a modest computational investment (≈ 1M core hours).
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HVP QED contribution
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(a) V (b) S (c) T (d) D1 (e) D2

(f) F (g) D3

Figure 7: Mass-splitting and HVP 1-photon diagrams. In the former the dots
are meson operators, in the latter the dots are external photon vertices. Note
that for the HVP some of them (such as F with no gluons between the two
quark loops) are counted as HVP NLO instead of HVP LO QED corrections.
We need to make sure not to double-count those, i.e., we need to include the
appropriate subtractions! Also note that some diagrams are absent for flavor
non-diagonal operators.

8

New method: use importance sampling in position space and local
vector currents
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HVP strong IB contribution
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Figure 8: Mass-counterterm diagrams for mass-splitting and HVP 1-photon
diagrams. Diagram M gives the valence, diagram R the sea quark mass shift
e↵ects to the meson masses. Diagram O would yield a correction to the HVP
disconnected contribution (that likely is very small).

9

Calculate strong IB effects via insertions of mass corrections in an
expansion around isospin symmetric point
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HVP QED+strong IB contributions

Strategy

1. Re-tune parameters for QCD+QED simulation
(mu, md , ms , a)

2. Verify simple observables (mπ+ −mπ0 , . . .)

3. Calculate QED and strong IB corrections to HVP LO

All results shown below are preliminary! For now focus on
diagrams S , V , F ; preliminary study below does not yet include
re-tuning of a.
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RBC 2017
HVP QED+strong IB contributions

Diagrams S, V for pion mass:
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RBC 2017
HVP QED+strong IB contributions

HVP strong IB effect
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RBC 2017
HVP QED+strong IB contributions

HVP QED diagram V+S
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RBC 2017
HVP QED+strong IB contributions

HVP QED diagram F
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Straightforward improvements of statistics available, too late for
this talk
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Status and outlook for the HVP LO

I New methods: improved statistical estimators both for
connected light and disconnected contributions at physical
point.

I For the connected light contribution the new method reduces
noise in the long-distance part of the correlator by an order of
magnitude compared to previous method.

I For the disconnected contributions the new method allowed
for a precise calculation at physical pion mass.
Phys.Rev.Lett. 116 (2016) 232002

I Combination with e+e− scattering data should allow for a
significant improvement over current most precise estimate
within the next 6 months.

I Leading QED corrections at physical pion mass under active
investigation
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The Hadronic Light-by-Light contribution

Quark-connected piece (charge factor of
up/down quark contribution: 17

81 )

Dominant quark-disconnected piece (charge
factor of up/down quark contribution: 25

81 )

Sub-dominant quark-disconnected pieces (charge factors of up/down quark con-
tribution: 5

81 and 1
81 )

21 / 27



All results below are from: T. Blum, N. Christ, M. Hayakawa,
T. Izubuchi, L. Jin, and C.L., Phys. Rev. D 93, 014503 (2016)

Compute quark-connected contribution with new computational
strategy

Figure 9. A comparison of the results for F2(q
2)/(α/π)3 obtained in the original lattice QCD

cHLbL calculation [17] (diamonds) with those obtained on the same gauge field ensemble using the

moment method presented here (circles). The points from the original subtraction method with

q2 = (2π/24)2 = (457MeV)2 were obtained from 100 configurations and the evaluation of 81,000

point-source quark propagators for each value of the source-sink separation tsep. In contrast, the

much more statistically precise results from the moment method required a combined 26,568 quark

propagator inversions for both values of tsep and correspond to q2 = 0. The moment method value

for tsep = 32 is listed in Tab. IX.

make use of the most effective of the numerical strategies discussed above: the use of exact

photon propagators and the position-space moment method to determine F2 evaluated at

q2 = 0. Since these calculations are less computationally costly than those for QCD we

can evaluate a number of volumes and lattice spacings (all specified with reference to the

muon mass) and examine the continuum and infinite volume limits. We can then compare

our results, extrapolated to vanishing lattice spacing and infinite volume, with the known

result calculated in standard QED perturbation theory [33, 34]. This QED calculation both

serves as a demonstration of the capability of lattice methods to determine such light-by-light

scattering amplitudes and as a first look at the size of the finite-volume and non-zero-lattice-

spacing errors.

In Fig. 10 we show results for F2(0) computed for three different lattice spacings, i.e.

39

yields more than an order-of-magnitude improvement (red
symbols) over previous method (black symbols) for a factor of ≈ 4
smaller cost.
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New stochastic sampling method
Mµ

LbL(q) remains constant, if we try to extract F2(q2) using Eq ???, the noise for F2(q2) would still
go like 1/ q. This can be a serious problem because we are really interested in the value of F2(q

2)
in the q→0 limit. Since we always evaluate the amplitude at q =2π/L, the noise for F2(q2) would
be proportion to L.

xsrc xsnky′, σ′ z′, ν′ x′, ρ′

xop, µ

z, ν

y, σ x, ρ

xsrc xsnky′, σ′ z′, ν′ x′, ρ′

xop, µ

z, ν

y, σ x, ρ

xsrc xsnky′, σ′ z′, ν′ x′, ρ′

xop, µ

z, ν

y, σ x, ρ

Figure 22. All three different possible insertions for the external photon. They are equal to each other
after stochastic average. Just like Fig ???, 5 other possible permutations of the three internal photons are
not shown. (L) This is the diagram that we have already calculated. (M) We need to compute sequential
source propagators at xop for each polarizations of the external photon. (R) We also need to compuate
sequential source propagators at xop, but with the external photon momentum in opposite direction, since
we need use γ5-hermiticity to reverse the direction of the propagators, which reverses the momentum of the
external photon as well.

The reason that amplitude is proportion to q is the external photon is couple to a conserved
current of a quark loop. Current conservation ensures that the amplitude vanishes if the external
momentum is zero. Although we implemented exact conserved current at xop and sum it over the
entire space time in the method described above, we didn’t compute all three possible insertions for
the external photon. So the current is only truly conserved after stochastic average over x and y. As
a result, the noise would not be zero when q =0. To fix this, we just need to compute all diagrams
in above figure, then the noise would be proportion to q as well.1 These additional diagrams are
also computationally accessible. We only need to compute sequential propagators for each possible
polarizations and momentums of the external photon. We normally compute three polarization
directions x, y, and t, which are perpendicular to the direction of the external momentum z. This
would be six times more work for the quark loop part of the computation, but the cost for the
muon part remains unchanged. We can adjust M to rebalance the cost, so the over all cost increase
might not be significant but the potential gain can be large especially in a large volume.

There is also another trick. When we sum over z to get the exact photon, we don’t have to sum over
the entire volume, instead, we only sum over the region where |x− y |< |x−z | and |x− y |< |y −z |.2
This trick will enhance the signal in short distance but suppress signal and noise in long distance
where the distance. This trick is called MinDis in the tables blow.

4.1 Zero Total Current Prove

Here we try to prove that the sum of a conserved current is zero if it vanishes at the boundary.

Given:

∂µjµ = 0, (19)

1. Although the current conservation is exact, in finite lattice with periodic boundry condition, around the world
effects will contribute to the noise even when the external momentum is zero. But this noise is suppressed expo-
nentially in the large volume limit. In summary, in the small q and large volume limit, the noise is roughly
O(q)+ O

(
e−mπL/2

)
.

2. We need multiply some different factors when two edges happened to have the same length.

19
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Figure 8. Histograms and scatter plots for the contribution to F2 from different separations |r| =

|x − y| are shown in the left and right plots respectively, following the conventions used in similar,

previous figures. The upper two plots are obtained using the conserved version of the exact photon

method on the 32ID ensemble. The lower two plots are obtained using the moment method, but

from approximate propagators each obtained from 100 CG iterations, again on the 32ID ensemble.

with the restriction |z − x| ≥ |x − y| and |z − y| ≥ |x − y| that was described previously,

to the 24I ensemble with mµa = 0.1 in order to compare these methods with the original

subtraction calculation [17] which was carried out on the same ensemble with the same

muon mass. We compute the short distance part up to rmax = 4. For |r| ≤ 2 we compute

each independent direction two times while for 2 < |r| ≤ 4 each independent direction is

computed only once for each configuration. We take many discrete symmetries into account

when summing over the short-distance part, including independent inversions of x, y, z, t,

and exchanges of the x and y directions. For the long-distance part, we did not use the M2

method, but instead directly chose the probability distribution for the point pairs (|r| > 4):

P24IL(r) ∝ 1

|r|4e−0.1|r|. (43)

For the conserved method the propagators are computed with approximate inversions

37

Stochastically evaluate the sum over vertices x and y :

I Pick random point x on lattice

I Sample all points y up to a specific distance r = |x − y |, see
vertical red line

I Pick y following a distribution P(|x − y |) that is peaked at
short distances
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Cross-check against analytic result where quark loop is replaced by
muon loop

L/fm F2(0)/(α/π)3

5.9 0.2030(8) − 0.0357(6)(a GeV)2

8.9 0.2773(9) − 0.0432(5)(a GeV)2

11.9 0.3138(12) − 0.0515(9)(a GeV)2

Table XII. Functions linear in a2 which can be used to extrapolate the data shown in Fig. 10 to

a2 = 0. The results from these fits at a2 = 0 are plotted in Fig. 11.
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Figure 11. Results for F2(0) from QED connected light-by-light scattering. These results have

been extrapolated to the a2 → 0 limit using two methods. The upper points use the quadratic fit

to all three lattice spacings shown in Fig. 10 while the lower point uses a linear fit to the two left

most points in that figure. Here we extrapolate to infinite volume using the linear fits shown to

the two, left-most of the three points in each case.

IV. CONCLUSION AND OUTLOOK

In this paper we have extended the lattice field theory methods introduced in Ref. [17],

increasing the computational efficiency by more than two orders of magnitude and allowing

the calculation of the q2-dependent form factor F2(q
2) directly at q2 = 0 instead of at

(2π/L)2, the smallest, non-zero momentum accessible in finite volume. To demonstrate

the correctness of our methods we have studied the light-by-light scattering contribution

42
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Current status of the HLbL

I We have already below 10% statistical uncertainty on
quark-connected contribution and a similar absolute
uncertainty on the dominant quark-disconnected contribution.

I Remaining systematic uncertainties: discretization and
finite-volume errors

I To control discretization errors we will within the next year
repeat the current computation with a second lattice spacing
that sits halfway between current spacing and continuum limit.

T. Blum, N. Christ, M. Hayakawa, T. Izubuchi, L. Jin, and C.L.,
PRL118(2017)022005

3

where eu/e = 2/3, ed/e = es/e = �1/3. In this letter,
we evaluate Eq. (6) with infinite Ls DWF on lattice with
same lattice spacing and size as the 48I QCD ensemble.
Because G involves zero mass photon, finite volume ef-
fects are only suppressed by powers of the lattice size.
Evaluating G in a larger or infinite volume lattice will
correct most of finite volume errors in the hadronic light-
by-light calculation. This is a work in progress. cite???

For disconnected diagrams in Figure 3, the moment
method can be applied similarly.

F dHLbL
2 (q2 = 0)

m

(�s0,s)i

2
(7)

=
X

r,x̃

X

x̃op

1

2
✏i,j,k (x̃op)j · iūs0(~0)FD

k (x̃, 0, r, r + x̃op) us(~0),

The integration variables are related to the coordinates in
Figure 3 by the following equations: r = z�y, x̃ = x�y,
x̃op = xop � z. As for the connected case, the sum over
x̃ and x̃op is performed completely on a lattice, but the
sum over r is performed by randomly sampling z and y
points. The amplitude FD

⌫ (x, y, z, xop) is given by:

FD
⌫ (x, y, z, xop) (8)

= (�ie)6emµ(tsnk�tsrc)G⇢,�, (x, y, z)

⇥
⌧

1

2
⇧⌫, (xop, z)

⇥
⇧⇢,�(x, y) �⇧avg

⇢,� (x � y)
⇤�

QCD

.

The function ⇧⇢,�(x, y) is the current current correlation
function which is also used in the hadronic vaccum po-
larization calculation:

⇧⇢,�(x, y) = �
X

q

(eq/e)2 Tr[�⇢Sq(x, y)��Sq(y, x)].(9)

This subtraction in Eq. (8) is only performed as a noise
reduction technique. It does not a↵ect the central value
as long as the subtraction term ⇧avg remains constant
in the ensemble average. This is caused by parity sym-
metry: h⇧⇢,� (xop, z)iQCD = h⇧⇢,� (�xop,�z)iQCD. As a

result, h⇧⇢,� (xop, z)i, together with the moment method,
vanishes. That is

X

x̃op

1

2
✏i,j,k (x̃op)j h⇧⇢,� (x̃op, 0)iQCD

=
X

x̃op

1

2
✏i,j,k (�x̃op)j h⇧⇢,� (�x̃op, 0)iQCD = 0. (10)

The ensemble average of the ⇧ function, h⇧⇢,�(x, y)iQCD,
is a good choice for the subtraction term ⇧avg

⇢,� (x � y).
In our calculation, we set ⇧avg

⇢,� (x � y) to be the aver-
age of the contractions of 32 uniformly distributed point
source propergators, all of which computed using one of
the configuration in our ensemble. That configuration is
not used for the rest of the calculations.

Note that a similar subtraction would be essential if
the moment method is not applied. cite???

III. ANALYSIS AND RESULTS

The HLbL calculation is performed on the 483 ⇥ 96
physical-pion-mass lattice generated by the RBC and
UKQCD collaborations. cite??? We have measured it on
65 configurations each separated by 20 MD time units.

In the connected diagrams calculation, for each config-
uration, we sample 112 short-distance point-pairs with
|r| 6 5 in lattice unit, and 256 long-distance point-
pairs with |r| > 5. The 112 short-distance distance
point-pairs are enough to cover all possible r up to dis-
crete symmetries on the lattice, which include reflec-
tions and ⇡/2 rotations. In fact, all r with |r| 6 2 are
computed twice. For the long-distance point-pairs, the
probability of choose one particular relative distance is
p(r) / exp(�0.01|r|)/|r|4. The first point of all these
point-pairs is chosen independently and uniformly dis-
tributed over the lattice. The second point is chosen
according to the pre-determined the relative coordinate
r.

In the disconnected diagrams calculation, for each con-
figuration, we randomly choose 256 spheres with the ra-
dius equal to 6, and 4 points are sampled uniformly
within each sphere. Duplication of the points is avoided
in the sampling process. Overall, 1024 points are sam-
pled for each configuration. Half of these points are also
used to compute point source strange quark propagators.
All the combinations of these points form (1024 + 512)2

point-pairs and are all used in the calculation. This pro-
vides a huge number of point-pairs, which reduces the
statistical error down to similar level compare with con-
nected diagrams calculation.

The results obtained is listed in Eq. (11)(12)(13). The
errors shown are statistical only.

acHLbL
µ =

gµ � 2

2

����
cHLbL

= (0.0926 ± 0.0077)
⇣↵
⇡

⌘3

= (11.60 ± 0.96) ⇥ 10�10 (11)

adHLbL
µ =

gµ � 2

2

����
dHLbL

= (�0.0498 ± 0.0064)
⇣↵
⇡

⌘3

= (�6.25 ± 0.80) ⇥ 10�10 (12)

aHLbL
µ =

gµ � 2

2

����
HLbL

= (0.0427 ± 0.0108)
⇣↵
⇡

⌘3

= (5.35 ± 1.35) ⇥ 10�10 (13)

Because the integration of r is always performed as
the last step of in Eq. (3)(8) with stochastically sam-
pled point-pairs, we can study the contribution to F2

as a function of r. In Figure 6, we plot the histograms
based on those point-pairs. From the left plot we can see
that the majority of the connected diagrams contribu-
tions come from a separation of |r| 6 10 in lattice units,
while for the disconnected diagrams, the signal vanishes
much slower and is further complicated by the noise. This
is partly due to for connected diagrams, we use Eq. (3) to
move contribtion to short-distance region, but this trick
is not possible in disconnected diagrams calculation.

Makes HLbL an unlikely candidate to explain the discrepancy!

Next: finite-volume and lattice-spacing systematics; sub-leading
diagrams
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Finite-volume errors of the HLbL
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Figure 5. The three di�erent possible insertions of the external photon in the connected light-by-

light diagram. While the location of the external photon vertex xop may be fixed, the other three

positions where the internal photons are connected to the quark line x, y and z must be integrated

over space-time.

z must remain close to the fixed position xop. Thus, up to exponentially small corrections

Eq. (4) can also be evaluated in a large but finite volume.

Starting with Eq. (4) we exploit the translational symmetry discussed above, and dis-

place the four arguments x, y, z and xop of the function F� by the four-vector (x + y)/2,

transforming that equation into

G�(pf , xop, pi) =

Z
d4x

Z
d4y

Z
d4z F�

�
x � y

2
, �x � y

2
, z � x + y

2
, xop � x + y

2

�

ei�q·(�x+�y)/2. (5)

=

Z
d4w

Z
d4�z

Z
d4�xop F�

�w

2
, �w

2
, �z, �xop

�
ei�q·�xope�i�q·��xop , (6)

where we have defined q = pi � pf and in the final equation we have adopted the three new

integration variables:

w = x � y, �z = z � x + y

2
, �xop = xop � x + y

2
. (7)

The critical step in our derivation replaces the factor e�i�q·��xop in Eq. (6) by (e�i�q·��xop � 1)

giving:

G�(pf , xop, pi) =

Z
d4w

Z
d4�z

Z
d4�xop F�

�w

2
, �w

2
, �z, �xop

�
ei�q·�xop

�
e�i�q·��xop � 1

�
, (8)

The extra ‘1’ term introduced into the integrand over �xop will vanish if

�

�(�xop)�
F�

�w

2
, �w

2
, �z, �xop

�
= 0 (9)

2

For this diagram separate QCD and QED expectation values are
not zero hence category two and we need to sum over all
displacements between QCD and QED part to control FV errors.
Class b.
Proposal of stochastic sampling ... in the process ... no data yet
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Remove power-law like finite-volume
errors by computing the muon-
photon part of the diagram in infi-
nite volume (C.L. talk at lattice 2015 and Green

et al. 2015, PRL115(2015)222003; Asmussen et al. 2016,

PoS,LATTICE2016 164)

Now completed arXiv:1704.XXXX
with improved weighting function.

Next step: combine weighting func-

tion with existing QCD data

11

Table VI. The muon anomaly in the continuum and infinite volume from fits to values with mL = 4.8, 6.4, 9.6. Results are
given for 2nd order (F2(L) + k1a

2 + k2a
4) and 3rd order (F2(L) + k1a

2 + k2a
4 + k3a

6) fits. “dof” denotes degrees of freedom,
and �2 is an uncorrelated chi-squared value from the fit. The analytic results are computed using continuum, infinite volume,
perturbation theory [19–21].

m/mµ order dof F2/(↵/⇡)3 using G(1) �2 F2/(↵/⇡)3 using G(2) �2

1 2 9 � 5 = 4 0.3522(14) 11.3 0.3651(10) 2.5

1 3 9 � 6 = 3 0.3647(51) 2.8 0.3686(37) 1.4

1 analytic 0.371

2 2 9 � 5 = 4 0.1146(13) 3.6 0.1204(9) 4.5

2 3 9 � 6 = 3 0.1153(44) 3.6 0.1232(30) 3.6

2 analytic 0.120
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Figure 4. Volume dependence of the muon anomaly for infinite and finite volume QED weighting functions. The diamonds
correspond to the finite volume QED weighting function computed on the lattice [2]. The plus signs and squares correspond

to infinite volume QED weighting functions G(1) and G(2), respectively. Values are listed in Tab. II. Curves correspond to
expected finite volume scaling (0.371 + k/L2) and infinite volume scaling (0.371 + ke�mL), where the coe�cient k is chosen
to match the data at mL = 4.8. The right most point for the finite volume weighting function lies a bit o↵ its scaling curve
because the discretization error has not been completely removed by the simple ansatz given in Tab. II, and the coe�cient k
does not contain any possible volume dependence.
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Summary and outlook

New methods allow for a substantial reduction in uncertainty of
the theory calculation of the (g − 2)µ.

A reduction of uncertainty over the currently most precise value
within the next year seems possible.

Over the next five years should allow for a reduction of uncertainty
commensurate with the Fermilab E989 target precision.

The Fermilab experiment may have first results in 2018?
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The setup:

C (t) =
1

3V

∑

j=0,1,2

∑

t′

〈Vj(t + t ′)Vj(t ′)〉SU(3) (1)

where V stands for the four-dimensional lattice volume,
Vµ = (1/3)(Vu/d

µ − Vs
µ), and

V f
µ(t) =

∑

~x

Im Tr[D−1
~x,t;~x,t(mf )γµ] . (2)

We separate 2000 low modes (up to around ms) from light quark
propagator as D−1 =

∑
n v

n(wn)† + D−1
high and estimate the high mode

stochastically and the low modes as a full volume average Foley 2005.

We use a sparse grid for the high modes similar to Li 2010 which has

support only for points xµ with (xµ − x
(0)
µ ) mod N = 0; here we

additionally use a random grid offset x
(0)
µ per sample allowing us to

stochastically project to momenta.



Combination of both ideas is crucial for noise reduction at physical
pion mass!

Fluctuation of Vµ (σ):
3
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FIG. 2. Noise of single vector operator loop as a function
of sparse grid spacing N . The figure at the bottom normal-
izes the noise by taking into account the additional volume
averaging for smaller values of N .

low-modes n of the Dirac propagator D�1. It is now
crucial to include all modes with eigenvalues up to the
strange quark mass in the set of low modes for the up and
down quark propagators to satisfy (i). Since the signal
is the di↵erence of light and strange contributions, we
may then expect the high-mode contribution to be sig-
nificantly suppressed and the low-mode contribution to
contain the dominant part of the signal. This is indeed
the case in our computation and yields a substantial sta-
tistical benefit since we evaluate the low modes exactly
without the introduction of noise and average explicitly
over the entire volume.

In order to satisfy (ii), we must control the stochas-
tic noise of the high-mode contributions originating from
unwanted long-distance contributions of the random Z2

sources of Ref. [24]. We achieve this by using what we
refer to as sparsened Z2 noise sources which have support

only for points xµ with (xµ � x
(0)
µ ) mod N = 0 thereby

defining a sparse grid with spacing N , similar to Ref. [25].
While a straightforward dilution strategy [24] would re-
quire us to sum over all possible o↵sets of the sparse

noise grid, x
(0)
µ , we choose the o↵set stochastically for

each individual source which allows us to project to all
momenta. It also allows us to avoid the largest contri-
bution of such random sources to the noise which comes
from random sources at nearby points.

The parameter choice of N is crucial to satisfy (ii) with
minimal cost. Figure 2 shows the square root of the vari-
ance �2 of V on a single lattice configuration over time
coordinate t and Lorentz index µ. Since we can use all
possible O(M2) combinations of M high-mode sources
and time-coordinates in Eq. (7), we may expect a noise
suppression of O(1/M) as long as individual contribu-
tions are su�ciently statistically independent. A similar

idea of O(1/M) noise reduction was recently successfully
used in Ref. [12]. We find this to hold to a large de-
gree, and therefore also show the appropriately rescaled
� in the lower panel of Fig. 2. The figure illustrates
the powerful cancellation of noise between the light and
strange quark contributions and the success of the spars-
ening strategy. We find an optimum value of N = 3
for the case at hand, which is used for the subsequent
numerical discussion.

We use 45 stochastic high-modes per configuration and
measure on 21 Moebius domain wall [26] configurations
of the 483 ⇥ 96 ensemble at physical pion mass and lat-
tice cuto↵ a�1 = 1.73 GeV generated by the RBC and
UKQCD collaborations [27]. For this number of high
modes we find the QCD gauge noise to dominate the un-

certainty for a
HVP (LO) DISC
µ . The AMA strategy [28, 29]

was employed to reduce the cost of computing multi-
ple sources on the same configuration. The computa-
tion presented in this manuscript uses 2000 zMobius [30]
eigenvectors generated as part of an on-going HLbL lat-
tice computation [12]. We treat the shorter directions
with 48 points as the time direction and average over the
three symmetric combinations to further reduce stochas-
tic noise.

ANALYSIS AND RESULTS

Combining Eqs. (3) and (5) and using C(t) = C(�t),

aHVP (LO) DISC
µ =

1X

t=0

wtC(t) (9)

with appropriately defined wt. Due to our choice of rel-
atively short time direction with 48 points, special care
needs to be taken to control potentially missing long-time
contributions in C(t). In the following we estimate these
e↵ects quantitatively. Consider the vector operator

V f,f 0
µ (x) =  f (x)�µ f 0(x) (10)

with f and f 0 denoting quark flavors. Then the Wick
contractions

hV u,u
µ V u,u

⌫ i � hV u,d
µ V d,u

⌫ i (11)

isolate the light-quark disconnected contribution in the
isospin symmetric limit, see also Ref. [31]. Unfortunately
there is no similar linear combination (without partial
quenching) that allows for the isolation of the strange-
quark disconnected contribution. Nevertheless, using

h(V u,u
µ � V s,s

µ )(V u,u
⌫ � V s,s

⌫ )i � hV u,d
µ V d,u

⌫ i (12)

one can isolate the sum of C(t)+Cs(t), again making use
of the isospin symmetry. Since this sum corresponds to
a complete set of Feynman diagrams resulting from the
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FIG. 2. Noise of single vector operator loop as a function
of sparse grid spacing N . The figure at the bottom normal-
izes the noise by taking into account the additional volume
averaging for smaller values of N .

low-modes n of the Dirac propagator D�1. It is now
crucial to include all modes with eigenvalues up to the
strange quark mass in the set of low modes for the up and
down quark propagators to satisfy (i). Since the signal
is the di↵erence of light and strange contributions, we
may then expect the high-mode contribution to be sig-
nificantly suppressed and the low-mode contribution to
contain the dominant part of the signal. This is indeed
the case in our computation and yields a substantial sta-
tistical benefit since we evaluate the low modes exactly
without the introduction of noise and average explicitly
over the entire volume.

In order to satisfy (ii), we must control the stochas-
tic noise of the high-mode contributions originating from
unwanted long-distance contributions of the random Z2

sources of Ref. [24]. We achieve this by using what we
refer to as sparsened Z2 noise sources which have support

only for points xµ with (xµ � x
(0)
µ ) mod N = 0 thereby

defining a sparse grid with spacing N , similar to Ref. [25].
While a straightforward dilution strategy [24] would re-
quire us to sum over all possible o↵sets of the sparse

noise grid, x
(0)
µ , we choose the o↵set stochastically for

each individual source which allows us to project to all
momenta. It also allows us to avoid the largest contri-
bution of such random sources to the noise which comes
from random sources at nearby points.

The parameter choice of N is crucial to satisfy (ii) with
minimal cost. Figure 2 shows the square root of the vari-
ance �2 of V on a single lattice configuration over time
coordinate t and Lorentz index µ. Since we can use all
possible O(M2) combinations of M high-mode sources
and time-coordinates in Eq. (7), we may expect a noise
suppression of O(1/M) as long as individual contribu-
tions are su�ciently statistically independent. A similar

idea of O(1/M) noise reduction was recently successfully
used in Ref. [12]. We find this to hold to a large de-
gree, and therefore also show the appropriately rescaled
� in the lower panel of Fig. 2. The figure illustrates
the powerful cancellation of noise between the light and
strange quark contributions and the success of the spars-
ening strategy. We find an optimum value of N = 3
for the case at hand, which is used for the subsequent
numerical discussion.

We use 45 stochastic high-modes per configuration and
measure on 21 Moebius domain wall [26] configurations
of the 483 ⇥ 96 ensemble at physical pion mass and lat-
tice cuto↵ a�1 = 1.73 GeV generated by the RBC and
UKQCD collaborations [27]. For this number of high
modes we find the QCD gauge noise to dominate the un-

certainty for a
HVP (LO) DISC
µ . The AMA strategy [28, 29]

was employed to reduce the cost of computing multi-
ple sources on the same configuration. The computa-
tion presented in this manuscript uses 2000 zMobius [30]
eigenvectors generated as part of an on-going HLbL lat-
tice computation [12]. We treat the shorter directions
with 48 points as the time direction and average over the
three symmetric combinations to further reduce stochas-
tic noise.

ANALYSIS AND RESULTS

Combining Eqs. (3) and (5) and using C(t) = C(�t),

aHVP (LO) DISC
µ =

1X

t=0

wtC(t) (9)

with appropriately defined wt. Due to our choice of rel-
atively short time direction with 48 points, special care
needs to be taken to control potentially missing long-time
contributions in C(t). In the following we estimate these
e↵ects quantitatively. Consider the vector operator

V f,f 0
µ (x) =  f (x)�µ f 0(x) (10)

with f and f 0 denoting quark flavors. Then the Wick
contractions

hV u,u
µ V u,u

⌫ i � hV u,d
µ V d,u

⌫ i (11)

isolate the light-quark disconnected contribution in the
isospin symmetric limit, see also Ref. [31]. Unfortunately
there is no similar linear combination (without partial
quenching) that allows for the isolation of the strange-
quark disconnected contribution. Nevertheless, using

h(V u,u
µ � V s,s

µ )(V u,u
⌫ � V s,s

⌫ )i � hV u,d
µ V d,u

⌫ i (12)

one can isolate the sum of C(t)+Cs(t), again making use
of the isospin symmetry. Since this sum corresponds to
a complete set of Feynman diagrams resulting from the

Since C(t) is the autocorrelator of Vµ, we can create a stochastic estimator whose noise is potentially reduced

linearly in the number of random samples, hence the normalization in the lower panel



Low-mode saturation for physical pion mass (here 2000 modes):
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Result for partial sum LT =
∑T

t=0 wtC (t):
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FIG. 5. The sum of LT and FT defined in Eqs. (13) and (14)

has a plateau from which we read o↵ a
HVP (LO) DISC
µ . The

lower panel compares the partial sums LT for all values of

T with our final result for a
HVP (LO) DISC
µ with its statistical

error band.

we report our final result

aHVP (LO) DISC
µ = �9.6(3.3)(2.3) ⇥ 10�10 , (15)

where the first error is statistical and the second system-
atic.

Before concluding, we note that our result appears to
be dominated by very low energy scales. This is not sur-
prising since the signal is expressed explicitly as di↵er-
ence of light-quark and strange-quark Dirac propagators.
We therefore expect energy scales significantly above the
strange mass to be suppressed. We already observed this
above in the dominance of low modes of the Dirac opera-
tor for our signal. Furthermore, our result is statistically
consistent with the one-loop ChPT two-pion contribution
of Fig. 6.

CONCLUSION

We have presented the first ab-initio calculation of the
hadronic vacuum polarization disconnected contribution
to the muon anomalous magnetic moment at physical
pion mass. We were able to obtain our result with modest
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FIG. 6. The leading-order pion-loop contribution in finite-
volume ChPT as function of volume.

computational e↵ort utilizing a refined noise-reduction
technique explained above. This computation addresses
one of the major challenges for a first-principles lattice
QCD computation of aHVP

µ at percent or sub-percent pre-
cision, necessary to match the anticipated reduction in
experimental uncertainty. The uncertainty of the result
presented here is already slightly below the current ex-
perimental precision and can be reduced further by a
straightforward numerical e↵ort.
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For t ≥ 15 C (t) is consistent with zero but the stochastic noise is
t-independent and wt ∝ t4 such that it is difficult to identify a
plateau region based only on this plot



Resulting correlators and fit of C (t) + Cs(t) to cρe
−Eρt + cφe

−Eφt

in the region t ∈ [tmin, . . . , 17] with fixed energies Eρ = 770 MeV
and Eφ = 1020. Cs(t) is the strange connected correlator.
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FIG. 3. Zero-momentum projected correlator C(t) and C(t)+
Cs(t). A correlated fit of ⇢(770) and �(1020) exponentials via
c⇢e

�E⇢t+c�e�E�t in the region t 2 [11, . . . , 17] to C(t)+Cs(t)
yields a p-value of 0.12. We use fixed energies E⇢ = 770 MeV
and E� = 1020 MeV and fit parameters c⇢ and c�.
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to C(t) + Cs(t) in the region t 2 [tmin, . . . , 17].

above Wick contractions, we can represent it as a sum
over individual exponentials C(t)+Cs(t) =

P
m cme�Emt

with cm 2 R and Em 2 R+. The coe�cients cm can
be negative because positivity arguments only apply to
some individual Wick contractions in Eq. (12) but not
necessarily to the sum.

We show C(t) and Cs(t) obtained in our lattice QCD
computation in Fig. 3. Starting from time-slices 17, 18
the correlator C(t) is not well resolved from zero, how-
ever, from time-slices 11 to 17 a two-state fit including the
⇢(770) and �(1020) describes C(t)+Cs(t) well. Here the ⇢
is a proxy for combined ⇢ and ! contributions due to their
similar energy. Since these states are not stable in our
lattice simulation, however, this representation using in-
dividual exponentials only serves as a model that fits the
data well. Since this model will only enter our systematic
error estimate, we find this imperfection to be acceptable.
A systematic study of di↵erent fit ranges is presented in
Fig. 4, where p-values greater than 0.05 are found for all
fit-ranges t 2 [tmin, . . . , 17] with tmin 2 [8, . . . , 12].

We now define the partial sums

LT =
TX

t=0

wtC(t) , (13)

FT (r) =

tmaxX

t=T+1

wt(c
r
⇢e

�E⇢t + cr
�e�E�t � Cs(t)) , (14)

where cr
⇢ and cr

� are the parameters of the fit with fit-
range r and tmax = 24 for our setup. For su�ciently large
T , LT is expected to exhibit a plateau region as function

of T from which we can determine a
HVP (LO) DISC
µ . The

sum LT +FT is also expected to exhibit such a plateau to
the extent that the model in FT describes the data well.

Based on Fig. 4, we choose r = [11, . . . , 17] as pre-
ferred fit-range to determine FT but a cross-check with
r = [12, . . . , 17] has been performed yielding a consis-
tent result. Figure 5 shows the resulting plateau-region
for LT and LT + FT . In order to avoid contamina-
tion of our first-principles computation with the model-

dependence of FT , we determine a
HVP (LO) DISC
µ from

LT=20 and include FT=20 as systematic uncertainty esti-
mating a potentially missing long-time tail. We choose
the value at T = 20 since it appears to be safely within
a plateau region but su�ciently far from T = 24 to
suppress backwards-propagating e↵ects [32]. We find

a
HVP (LO) DISC
µ = �9.6(3.3) ⇥ 10�10.

We expect the finite lattice spacing and finite simula-
tion volume as well as long-time contributions to Eq. (9)
to dominate the systematic uncertainties of our result.
With respect to the finite lattice spacing a reasonable
proxy for the current computation may be our HVP
connected strange-quark analysis [33] for which the 483

result at a�1 = 1.73 GeV agrees within O(5%) with
the continuum-extrapolated value. This is also consis-
tent with a näıve O(a2⇤2

QCD) power counting, appropri-
ate for the domain-wall fermion action used here. The
combined e↵ect of the finite spatial volume and poten-
tially missing two-pion tail is estimated using a one-loop
finite-volume lattice-regulated chiral perturbation theory
(ChPT) version of Eq. (5.1) of Ref. [31]. Our ChPT
computation also agrees with Eq. (2.12) of Ref. [34] af-
ter correcting for a missing factor of two in the first
version of Ref. [34]. The ChPT result is then trans-
formed to position space to obtain C(t). Fig. 6 shows
a corresponding study of LT for di↵erent volumes. We
take the di↵erence of LT=20 on the 483 ⇥ 96 lattice used
here and LT=48 on the 963 ⇥ 192 lattice and obtain
�aFV,⇡⇡

µ = 1.4 ⇥ 10�10. The remaining long-time ef-
fects are estimated by FT=20. We compare the result
for two fit-ranges FT=20([11, . . . , 17]) = �1.1(6) ⇥ 10�10

and FT=20([12, . . . , 17]) = �0.6(0.9)⇥10�10. We conser-
vatively take the one-sigma bound �aFT = 1.7⇥10�10 as
additional uncertainty.

Combining the systematic uncertainties in quadrature,
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above Wick contractions, we can represent it as a sum
over individual exponentials C(t)+Cs(t) =

P
m cme�Emt

with cm 2 R and Em 2 R+. The coe�cients cm can
be negative because positivity arguments only apply to
some individual Wick contractions in Eq. (12) but not
necessarily to the sum.

We show C(t) and Cs(t) obtained in our lattice QCD
computation in Fig. 3. Starting from time-slices 17, 18
the correlator C(t) is not well resolved from zero, how-
ever, from time-slices 11 to 17 a two-state fit including the
⇢(770) and �(1020) describes C(t)+Cs(t) well. Here the ⇢
is a proxy for combined ⇢ and ! contributions due to their
similar energy. Since these states are not stable in our
lattice simulation, however, this representation using in-
dividual exponentials only serves as a model that fits the
data well. Since this model will only enter our systematic
error estimate, we find this imperfection to be acceptable.
A systematic study of di↵erent fit ranges is presented in
Fig. 4, where p-values greater than 0.05 are found for all
fit-ranges t 2 [tmin, . . . , 17] with tmin 2 [8, . . . , 12].

We now define the partial sums

LT =

TX

t=0

wtC(t) , (13)

FT (r) =

tmaxX

t=T+1

wt(c
r
⇢e

�E⇢t + cr
�e�E�t � Cs(t)) , (14)

where cr
⇢ and cr

� are the parameters of the fit with fit-
range r and tmax = 24 for our setup. For su�ciently large
T , LT is expected to exhibit a plateau region as function

of T from which we can determine a
HVP (LO) DISC
µ . The

sum LT +FT is also expected to exhibit such a plateau to
the extent that the model in FT describes the data well.

Based on Fig. 4, we choose r = [11, . . . , 17] as pre-
ferred fit-range to determine FT but a cross-check with
r = [12, . . . , 17] has been performed yielding a consis-
tent result. Figure 5 shows the resulting plateau-region
for LT and LT + FT . In order to avoid contamina-
tion of our first-principles computation with the model-

dependence of FT , we determine a
HVP (LO) DISC
µ from

LT=20 and include FT=20 as systematic uncertainty esti-
mating a potentially missing long-time tail. We choose
the value at T = 20 since it appears to be safely within
a plateau region but su�ciently far from T = 24 to
suppress backwards-propagating e↵ects [32]. We find

a
HVP (LO) DISC
µ = �9.6(3.3) ⇥ 10�10.

We expect the finite lattice spacing and finite simula-
tion volume as well as long-time contributions to Eq. (9)
to dominate the systematic uncertainties of our result.
With respect to the finite lattice spacing a reasonable
proxy for the current computation may be our HVP
connected strange-quark analysis [33] for which the 483

result at a�1 = 1.73 GeV agrees within O(5%) with
the continuum-extrapolated value. This is also consis-
tent with a näıve O(a2⇤2

QCD) power counting, appropri-
ate for the domain-wall fermion action used here. The
combined e↵ect of the finite spatial volume and poten-
tially missing two-pion tail is estimated using a one-loop
finite-volume lattice-regulated chiral perturbation theory
(ChPT) version of Eq. (5.1) of Ref. [31]. Our ChPT
computation also agrees with Eq. (2.12) of Ref. [34] af-
ter correcting for a missing factor of two in the first
version of Ref. [34]. The ChPT result is then trans-
formed to position space to obtain C(t). Fig. 6 shows
a corresponding study of LT for di↵erent volumes. We
take the di↵erence of LT=20 on the 483 ⇥ 96 lattice used
here and LT=48 on the 963 ⇥ 192 lattice and obtain
�aFV,⇡⇡

µ = 1.4 ⇥ 10�10. The remaining long-time ef-
fects are estimated by FT=20. We compare the result
for two fit-ranges FT=20([11, . . . , 17]) = �1.1(6) ⇥ 10�10

and FT=20([12, . . . , 17]) = �0.6(0.9)⇥10�10. We conser-
vatively take the one-sigma bound �aFT = 1.7⇥10�10 as
additional uncertainty.

Combining the systematic uncertainties in quadrature,

We fit to C(t) + Cs (t) instead of C(t) since the former has a spectral representation.

We could use this model alone for the long-distance tail to help
identify a plateau but it would miss the two-pion tail



We therefore additionally calculate the two-pion tail for the
disconnected diagram in ChPT: 5
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has a plateau from which we read o↵ a
HVP (LO) DISC
µ . The

lower panel compares the partial sums LT for all values of

T with our final result for a
HVP (LO) DISC
µ with its statistical

error band.

we report our final result

aHVP (LO) DISC
µ = �9.6(3.3)(2.3) ⇥ 10�10 , (15)

where the first error is statistical and the second system-
atic.

Before concluding, we note that our result appears to
be dominated by very low energy scales. This is not sur-
prising since the signal is expressed explicitly as di↵er-
ence of light-quark and strange-quark Dirac propagators.
We therefore expect energy scales significantly above the
strange mass to be suppressed. We already observed this
above in the dominance of low modes of the Dirac opera-
tor for our signal. Furthermore, our result is statistically
consistent with the one-loop ChPT two-pion contribution
of Fig. 6.

CONCLUSION

We have presented the first ab-initio calculation of the
hadronic vacuum polarization disconnected contribution
to the muon anomalous magnetic moment at physical
pion mass. We were able to obtain our result with modest
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FIG. 6. The leading-order pion-loop contribution in finite-
volume ChPT as function of volume.

computational e↵ort utilizing a refined noise-reduction
technique explained above. This computation addresses
one of the major challenges for a first-principles lattice
QCD computation of aHVP

µ at percent or sub-percent pre-
cision, necessary to match the anticipated reduction in
experimental uncertainty. The uncertainty of the result
presented here is already slightly below the current ex-
perimental precision and can be reduced further by a
straightforward numerical e↵ort.

ACKNOWLEDGMENTS

We would like to thank our RBC and UKQCD collabo-
rators for helpful discussions and support. C.L. is in par-
ticular indebted to Norman Christ, Masashi Hayakawa,
and Chulwoo Jung for helpful comments regarding this
manuscript. This calculation was carried out at the
Fermilab cluster pi0 as part of the USQCD Collabora-
tion. The eigenvectors were generated under the ALCC
Program of the US DOE on the IBM Blue Gene/Q
(BG/Q) Mira machine at the Argonne Leadership Class
Facility, a DOE O�ce of Science Facility supported un-
der Contract De-AC02-06CH11357. T.B. is supported
by US DOE grant DE-FG02-92ER40716. P.A.B. and
A.P. are supported in part by UK STFC Grants No.
ST/M006530/1, ST/L000458/1, ST/K005790/1, and
ST/K005804/1 and A.P. additionally by ST/L000296/1.
T.I. and C.L. are supported in part by US DOE Contract
#AC-02-98CH10886(BNL). T.I. is supported in part by
the Japanese Ministry of Education Grant-in-Aid, No.
26400261. L.J. is supported in part by US DOE grant
#de-sc0011941. A.J. is supported by EU FP7/2007-2013
ERC grant 279757. K.M. is supported by the National
Sciences and Engineering Research Council of Canada.
M.S. is supported by EPSRC Doctoral Training Centre
Grant EP/G03690X/1.

⇤ Corresponding author; clehner@quark.phy.bnl.gov



A closer look at the NLO FV ChPT prediction (1-loop sQED):

We show the partial sum
∑T

t=0 wtC (t) for different geometries and
volumes:
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The dispersive approach to HVP LO

The dispersion relation

Kernel Functions

The common feature of all hadronic contributions discussed in this paper will be
that they are self-energy insertions in the photon propagator. We introduce the
polarization function Πµν for the hadronic insertion with

Πµν (q) = i
(
qµqν − gµνq

2
)

Π(q2) (1)

Π(q2) = −q2

π

∫ ∞

4m2
π

ds

s

ImΠ(s)

q2 − s
. (2)

The substitution rule from a photon propagator to a renormalized propagator with
hadronic insertion follows:

− i
gµν

q2
→ 1

π

∫ ∞

4m2
π

ds
ImΠ(s)

s

(
−i

gµν

q2 − s

)
. (3)

The calculation of higher-order kernel functions reduces to the computation of
two-loop QED diagrams where one photon is massless and the other photon has the
effective mass

√
s. The s–integration, which has been shifted to the very end, is

performed over experimental data using

R(s) =
σ(e+e− → hadrons)

σ0(e+e− → µ+µ−)
= 12π ImΠ(s)

and the Born cross section σ0(e
+e− → µ+µ−) = 4πα2

3s
. The leading-order hadronic

contribution (fig. 1) to the anomalous magnetic moment of a lepton al is given by

a
(1)
l =

1

3

(
α

π

)2 ∫ ∞

4m2
π

ds
R(s)K(1)(s)

s
(4)

with

K(1)(s) =
∫ 1

0
dx

x2(1 − x)

x2 + (1 − x) s
m2

, (5)

where m denotes the mass of the external fermion; explicit expressions for K(1)(s)
can be found e.g. in [5, 8]. After renormalization, the higher-order kernel functions
for the diagrams in fig. (2a,b) can be defined in a similar way:

a
(2)
l =

1

3

(
α

π

)3 ∫ ∞

4m2
π

ds
R(s)K(2)(s)

s
. (6)

Once the functions K(2)(s) are known analytically, the higher-order hadronic con-
tributions to the g-2 of leptons can be computed on an equal footing with the leading
order (e.g. with the same systematic error).

The present situation concerning K(2) is the following: For the class of diagrams
in fig. (2a), a complete analytical result for the kernel function has been given in
[9] (eq.(3.21)). In that reference an expansion to first order in m2/s has also been

2

allows for the determination of aHVP
µ from experimental data via

aHVP LO
µ =

(αmµ

3π

)2
[∫ E 2

0

4m2
π

ds
Rexp
γ (s)K̂ (s)

s2
+

∫ ∞

E 2
0

ds
RpQCD
γ (s)K̂ (s)

s2

]
,

Rγ(s) = σ(0)(e+e− → γ∗ → hadrons)/
4πα2

3s

Experimentally with or without additional hard photon (ISR:
e+e− → γ∗(→ hadrons)γ)



Experimental setup: muon storage ring with tuned momentum of
muons to cancel leading coupling to electric field

spin precession frequency. In the presence of both E⃗ and B⃗ fields, and in the case that β⃗

is perpendicular to both E⃗ and B⃗, the expression for the anomalous precession frequency

becomes

ω⃗a = − q

m

[
aµB⃗ −

(
aµ − 1

γ2 − 1

)
β⃗ × E⃗

c

]
. (5)

The coefficient of the β⃗×E⃗ term vanishes at the “magic” momentum of 3.094 GeV/c, where

γ = 29.3. Thus aµ can be determined by a precision measurement of ωa and B. At this

magic momentum, the electric field is used only for muon storage and the magnetic field

alone determines the precession frequency. The finite spread in beam momentum and vertical

betatron oscillations introduce small (sub ppm) corrections to the precession frequency.

The longitudinally polarized muons, which are injected into the storage ring at the magic

momentum, have a time-dilated muon lifetime of 64.4 µs. A measurement period of typically

700 µs follows each injection or “fill.” The net spin precession depends on the integrated

field seen by a muon along its trajectory. The magnetic field used in Eq. 5 refers to an

average over muon trajectories during the course of the experiment. The trajectories of the

muons must be weighted with the magnetic field distribution. To minimize the precision

with which the average particle trajectories must be known, the field should be made as

uniform as possible.

Because of parity violation in the weak decay of the muon, a correlation existsbetween

the muon spin and decay electron direction. This correlation allows the spin direction to

be measured as a function of time. In the rest frame of the muon—indicated by starred

quantities—the differential probability for the electron to emerge with a normalized energy

y = E∗/Emax (Emax = 52.8 MeV) at an angle θ∗ with respect to the muon spin is [11]

dP (y, θ∗)

dy dΩ
= (1/2π)n∗(y)[1 − α∗(y) cos θ∗] with (6)

n∗(y) = y2(3 − 2y) and (7)

α∗(y) =
q

e

2y − 1

3 − 2y
. (8)

Figure 1a shows the quantities n∗(y) and α∗(y). Electrons with y < 0.5 are emitted preferen-

tially along the (negative) muon spin direction and those with y > 0.5 are more likely emitted

opposite to the spin. Because both n∗ and α∗ are larger for y > 0.5, decay electrons tend to

emerge in the direction opposite to the muon spin. Like the muon spin, the angular distribu-

tion of the electrons in the muon rest frame rotates at the angular frequency ωa. Figure 1b

8

Because of parity violation in weak decay of muon, a correlation
between muon spin and decay electron direction exists, which can
be used to measure the anomalous precession frequency ωa:

FIG. 2: Distribution of electron counts versus time for the 3.6 billion muon decays in the R01 µ−

data-taking period. The data is wrapped around modulo 100 µs.

representative electron decay time histogram is shown in Fig. 2.

To determine aµ , we divide ωa by ω̃p, where ω̃p is the measure of the average magnetic

field seen by the muons. The magnetic field, measured using NMR, is proportional to the

free proton precession frequency, ωp. The muon anomaly is given by:

aµ =
ωa

ωL − ωa

=
ωa/ω̃p

ωL/ω̃p − ωa/ω̃p

=
R

λ− R , (11)

where ωL is the Larmor precession frequency of the muon. The ratio R = ωa/ω̃p is measured

in our experiment and the muon-to-proton magnetic moment ratio

λ = ωL/ωp = 3.18334539(10) (12)

is determined from muonium hyperfine level structure measurements [12, 13].

The BNL experiment was commissioned in 1997 using the same pion injection technique

employed by the CERN III experiment. Starting in 1998, muons were injected directly

into the ring, resulting in many more stored muons with much less background. Data were

10



BESIII 2015 update:

]-10(600 - 900 MeV) [10,LOππ
µa
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KLOE 08
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 1.9± 2.0 ±376.7 

 0.8± 2.4 ± 1.2 ±366.7 

 2.2± 2.3 ± 0.9 ±365.3 

 2.2± 2.3 ± 0.4 ±368.1 

 3.3± 2.5 ±368.2 

Figure 7: Our calculation of the leading-order (LO) hadronic vacuum polarization 2⇡ contributions to
(g � 2)µ in the energy range 600 - 900 MeV from BESIII and based on the data from KLOE 08 [6], 10 [7],
12 [8], and BaBar [10], with the statistical and systematic errors. The statistical and systematic errors are
added quadratically. The band shows the 1� range of the BESIII result.
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Hagiwara et al. 2011:
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µ · 1010

with local error inflation. Recall a2π
µ is the 2π contribution in the range 0.305 <

√
s < 2 GeV.

biases, due to varying the underlying model for the cross section are negligible.7 However,

there is a remaining dependence on the way the data are binned. For the current analysis,

7As we have checked and discussed in [2], our simple assumption of a piecewise constant cross section in the

energy bin and simple trapezoidal integration are well justified.
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Problematic experimental region can readily be replaced by precise
lattice data. Lattice also can be arbiter regarding different
experimental data sets.



Jegerlehner FCCP2015 summary:

final state range (GeV) ahad(1)
µ ⇥ 1010 (stat) (syst) [tot] rel abs

⇢ ( 0.28, 1.05) 507.55 ( 0.39) ( 2.68)[ 2.71] 0.5% 39.9%
! ( 0.42, 0.81) 35.23 ( 0.42) ( 0.95)[ 1.04] 3.0% 5.9%
� ( 1.00, 1.04) 34.31 ( 0.48) ( 0.79)[ 0.92] 2.7% 4.7%

J/ 8.94 ( 0.42) ( 0.41)[ 0.59] 6.6% 1.9%
⌥ 0.11 ( 0.00) ( 0.01)[ 0.01] 6.8% 0.0%
had ( 1.05, 2.00) 60.45 ( 0.21) ( 2.80)[ 2.80] 4.6% 42.9%
had ( 2.00, 3.10) 21.63 ( 0.12) ( 0.92)[ 0.93] 4.3% 4.7%
had ( 3.10, 3.60) 3.77 ( 0.03) ( 0.10)[ 0.10] 2.8% 0.1%
had ( 3.60, 9.46) 13.77 ( 0.04) ( 0.01)[ 0.04] 0.3% 0.0%
had ( 9.46,13.00) 1.28 ( 0.01) ( 0.07)[ 0.07] 5.4% 0.0%
pQCD (13.0,1) 1.53 ( 0.00) ( 0.00)[ 0.00] 0.0% 0.0%
data ( 0.28,13.00) 687.06 ( 0.89) ( 4.19)[ 4.28] 0.6% 0.0%
total 688.59 ( 0.89) ( 4.19)[ 4.28] 0.6% 100.0%

Results for ahad(1)
µ ⇥ 1010. Update August 2015 , incl

SCAN[NSK]+ISR[KLOE10,KLOE12,BaBar,
⌥⌃ ⌅⇧BESIII ]

F. Jegerlehner FCCP 2015, Capri, Sept. 10-12, 2015 8



Jegerlehner FCCP2015 summary (τ ↔ e+e−):

150 200 250

excl. ⌧
NSK (e+e�)
177.8 ± 6.9

[3.3 �]

NSK+KLOE (e+e�)
173.8 ± 6.6

[3.9 �]

NSK+BaBar (e+e�)
181.7 ± 6.3

[3.1 �]

NSK+BESIII (e+e�)
177.6 ± 6.8

[3.4 �]

ALL (e+e�)
177.8 ± 6.2

[3.5 �]

incl. ⌧
NSK (e+e�+⌧)
178.1 ± 5.9

[3.6 �]

NSK+KLOE (e+e�+⌧)
174.1 ± 5.6

[4.1 �]

NSK+BaBar (e+e�+⌧)
182.0 ± 5.4

[3.3 �]

NSK+BESIII (e+e�+⌧)
177.9 ± 5.8

[3.7 �]

ALL (e+e�+⌧)
178.1 ± 5.3

[3.8 �]

experiment
BNL-E821 (world average)
208.9 ± 6.3

aµ⇥1010-11659000best

3.8�
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Our setup:

C (t) =
1

3V

∑

j=0,1,2

∑

t′

〈Vj(t + t ′)Vj(t ′)〉SU(3) (3)

where V stands for the four-dimensional lattice volume,
Vµ = (1/3)(Vu/d

µ − Vs
µ), and

V f
µ(t) =

∑

~x

Im Tr[D−1
~x,t;~x,t(mf )γµ] . (4)

We separate 2000 low modes (up to around ms) from light quark
propagator as D−1 =

∑
n v

n(wn)† + D−1
high and estimate the high mode

stochastically and the low modes as a full volume average Foley 2005.

We use a sparse grid for the high modes similar to Li 2010 which has

support only for points xµ with (xµ − x
(0)
µ ) mod N = 0; here we

additionally use a random grid offset x
(0)
µ per sample allowing us to

stochastically project to momenta.



Study LT =
∑∞

t=T+1 wtC (t) and use value of T in plateau region
(here T = 20) as central value. Use a combined estimate of a
resonance model and the two-pion tail to estimate systematic
uncertainty.

5
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µ
 1

010

T

LT=20
Partial contribution of lattice data for t ≤ T

FIG. 5. The sum of LT and FT defined in Eqs. (13) and (14)

has a plateau from which we read o↵ a
HVP (LO) DISC
µ . The

lower panel compares the partial sums LT for all values of

T with our final result for a
HVP (LO) DISC
µ with its statistical

error band.

we report our final result

aHVP (LO) DISC
µ = �9.6(3.3)(2.3) ⇥ 10�10 , (15)

where the first error is statistical and the second system-
atic.

Before concluding, we note that our result appears to
be dominated by very low energy scales. This is not sur-
prising since the signal is expressed explicitly as di↵er-
ence of light-quark and strange-quark Dirac propagators.
We therefore expect energy scales significantly above the
strange mass to be suppressed. We already observed this
above in the dominance of low modes of the Dirac opera-
tor for our signal. Furthermore, our result is statistically
consistent with the one-loop ChPT two-pion contribution
of Fig. 6.

CONCLUSION

We have presented the first ab-initio calculation of the
hadronic vacuum polarization disconnected contribution
to the muon anomalous magnetic moment at physical
pion mass. We were able to obtain our result with modest

-8
-7
-6
-5
-4
-3
-2
-1
 0

 0  5  10  15  20  25  30  35  40  45

aD
IS

C
µ
 1

010
 (C

hP
T)

T

LT for 323 x 64 lattice
LT for 483 x 96 lattice

LT for 643 x 128 lattice
LT for 963 x 192 lattice

FIG. 6. The leading-order pion-loop contribution in finite-
volume ChPT as function of volume.

computational e↵ort utilizing a refined noise-reduction
technique explained above. This computation addresses
one of the major challenges for a first-principles lattice
QCD computation of aHVP

µ at percent or sub-percent pre-
cision, necessary to match the anticipated reduction in
experimental uncertainty. The uncertainty of the result
presented here is already slightly below the current ex-
perimental precision and can be reduced further by a
straightforward numerical e↵ort.
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Combined with an estimate of discretization errors, we find

aHVP (LO) DISC
µ = −9.6(3.3)stat(2.3)sys × 10−10 . (5)



From Aubin et al. 2015 (arXiv:1512.07555v2)

FIG. 4: Comparison of ⇧A1(q̂
2) � ⇧A1(q̂

2) between MILC asqtad lattice data (blue points) and

lowest-order SChPT (red points).

the continuum limit. However, the slopes are also vastly di↵erent, and this is a physical
e↵ect, already observed in Ref. [12]. The slope of the vacuum polarization at low q2 is
dominated by the ⇢ resonance, but this resonance (and others) are absent in Eq. (2.12).16

Despite these di↵erences, there are useful lessons to be learned from Fig. 3. The sub-
tracted value ⇧A1(q̂

2) is an order of magnitude closer to the infinite-volume points than the
unsubtracted value, ⇧A1(q̂

2). Clearly, the lesson is that one should carry out the subtrac-
tion (2.6) (at least for the A1 representation). This was already observed empirically in
Ref. [22], and we see here that this observation is theoretically supported by ChPT. Fur-
thermore, we see that ⇧A1(q̂

2) and ⇧A44
1

(q̂2) straddle the infinite-volume result, suggesting

that also in lattice QCD the true value of ⇧(q2) lies in between these two.17

Of course, one would like to test whether these lessons from lowest-order SChPT also
apply to the actual lattice data. While no lattice data are available in infinite volume,
it is possible to compare finite-volume di↵erences predicted by SChPT to such di↵erences
computed from the lattice data. In Fig. 4 we show the di↵erence ⇧A1(q̂

2) � ⇧A1(q̂
2) in the

low-q̂2 region, both on the lattice and computed in lowest-order SChPT. This di↵erence is a
pure finite-volume e↵ect. Clearly, SChPT does a very good job of describing the lattice data,
with all red points within less than 1� of the blue points. This is remarkable, especially in
view of the fact that lowest-order SChPT does such a poor job of describing the full lattice
data for ⇧A1(q̂

2), as we noted above.

16 This observation of Ref. [12] has led to the ubiquitous use of vector-meson dominance to parametrize the

vacuum polarization, before model-independent methods started to be explored [4, 19–21].
17 ⇧r(q̂

2) for r 2 {T1, T2, E} also lies below the infinite-volume result close to ⇧A44
1

(q̂2), according to ChPT.

10

FIG. 5: Comparison of ⇧A1(q̂
2) � ⇧A44

1
(q̂2) between MILC asqtad lattice data (blue points) and

lowest-order SChPT (red points).

We may also consider di↵erences between di↵erent representations, which also probes the
size of finite-volume e↵ects. In Fig. 5 we show the di↵erence ⇧A1(q̂

2) � ⇧A44
1

(q̂2), for the

lattice data, and computed in SChPT. To extract ⇧A44
1

(q̂2) from ⇧µ⌫(q̂) we need at least one

spatial component of the momentum to not vanish, implying that q̂2 � 4⇡2/L2 = 0.108 GeV2

for these points. All observations made above about the di↵erence ⇧A1(q̂
2)�⇧A1(q̂

2) apply
here as well, with the di↵erence between lattice data and ChPT now averaging about 1�.
We note the di↵erence of scale on the vertical axis between Figs. 4 and 5, consistent with
the fact that both ⇧A1(q̂

2) and ⇧A44
1

(q̂2) are much closer to the infinite-volume limit than

⇧A1(q̂
2). We find that the pattern is very similar for other representations.

B. E↵ects on aHVP
µ

Finally, while it is already clear that there are significant finite-volume e↵ects in the
vacuum polarization, we consider the question of how they propagate to the anomalous
magnetic moment itself. We will, in fact, compare the quantity aLO,HVP

µ [q̂2
max] with the

choice q̂2
max = 0.1 GeV2, in order to be certain that di↵erences are due to finite volume, and

not to lattice spacing e↵ects.18

We fit the data for ⇧A1 and ⇧A44
1

with a [0, 1] Padé [19], or a quadratic conformally

mapped polynomial [20] (both are three-parameter fits), on a low-q2 interval, looking for the
number of data points in the fit that gives the highest p-value. We then compare the results.

18 More than 80% of aLO,HVP
µ comes from the momentum region below 0.1 GeV2 [20].
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MILC lattice data with mπL = 4.2, mπ ≈ 220 MeV; Plot difference of Π(q2) from different irreps of 90-degree

rotation symmetry of spatial components versus NLO FV ChPT prediction (red dots)

While the absolute value of aµ is poorly described by the two-pion
contribution, the volume dependence may be described sufficiently well to
use ChPT to control FV errors at the 1% level; this needs further scrutiny

Aubin et al. find an O(10%) finite-volume error for mπL = 4.2 based on
the A1 − A44

1 difference (right-hand plot)



Compare difference of integrand of 48× 48× 96× 48 (spatial) and
48× 48× 48× 96 (temporal) geometries with NLO FV ChPT
(A1 − A44

1 ):
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0
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mπ = 140 MeV, p2 = m2
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