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Hardware – Current and Next Clusters 
Name CPU Nodes Cores Network DWF HISQ Online 

Ds 
(2010) 
(2011) 

Quad 2.0 GHz 
Opteron 6128 
(8 Core)   

421 13472 Infiniband 
Quad Data 
Rate 

51.2 
GFlops 
per Node 

50.5 
GFlops 
per Node 

Dec 2010 
Aug 2011 

Dsg 
(2012) 

NVIDIA M2050 
GPUs + Intel 
2.53 GHz  
E5630  
(quad core) 

76 152 
GPUs 

608 
Intel 

Infiniband 
Quad Data 
Rate 

29.0 
GFlops 
per Node 
(cpu) 

17.2 
GFlops 
per Node 
(cpu) 

Mar 2012 

Bc 
(2013) 

Quad 2.8 GHz 
Opteron 6320 
(8 Core) 

224 7168 Infiniband 
Quad Data 
Rate 

57.4 
Gflops 
per Node 

56.2 
Gflops 
per Node 

July 2013 

TBD 
(2014) 

Dual  2.6 GHz 
Xeon E2650v2 
(8 core) 

180 2880 Infiniband 
QDR or 
FDR10 

71.5 
Gflops 
per Node 

55.9 
Gflops 
per Node 

Sep 2014 

TBD 
(2014) 

NVIDIA K40 or 
K20x 

30 120 
GPUs 
480 
cores 

Infiniband 
QDR or 
FDR10 

Sep 2014 
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•  Hardware design: part conventional, part GPU-accelerated 

–  Similar to JLab 12s/12k 

–  RFP has been released to vendors 

–  Nodes likely based on Intel E2650v2 2.6 GHz (eight-core) 

–  Budget to be split between conventional and GPU-accelerated  

–  GPUs likely to be NVIDIA K40, but could also be K20x 

–  Size of the cluster will depend on funds we elect to set aside and roll 
forward to FY15 for storage costs 

•  Delivery estimate is early July 

–  Friendly user testing could start by Aug 1 (earlier if possible) 

–  Release to production estimated Sep 1 (earlier if possible) 

New Clusters (FY14 Purchase) 
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•  Global disk storage: 
–  847 TiB  Lustre filesystem at /lqcdproj 

–  ~ 6 TiB  “project” space at /project  (backed up nightly) 

–  ~ 6 GiB per user at /home on each cluster  (backed up nightly) 

•  Robotic tape storage is available via dccp commands 
against the dCache filesystem at /pnfs/lqcd 
–  Some users will benefit from using encp on lqcdsrm.fnal.gov  

•  Worker nodes have local storage at /scratch 
–  Multi-node jobs can specify combining /scratch from one or more 

nodes into /pvfs 

–  /pvfs is visible to all nodes of the job and is deleted at job end 
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Storage 



•  Two Globus Online (GO) endpoints: 

–  usqcd#fnal – for transfers directly into our out of FNAL’s robotic tape 
system.  Use DOE or OSG certificates, or Fermilab KCA certificates.  You 
must become a member of either the FNAL LQCD VO or the ILDG VO.  
There continue to be compatibility issues between GO and “door” nodes; 
globus-url-copy or gridftp may be a better choice for some endpoints. 

–  lqcd#fnal – for transfers into or out of our Lustre file system (/lqcdproj).  
You must use a FNAL KCA certificate.  See  
http://www.usqcd.org/fnal/globusonline.html 

•  Two machines with 10 gigE connections: 

–  lqcdgo.fnal.gov – used for Globus Online transfers to/from Lustre (/
lqcdproj), not available for interactive use 

–  lqcdsrm.fnal.gov – best machine to use for moving data to/from tape.   

Storage 
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•  847 TiB capacity, 773 TiB currently used, 130 disk pools  
(2013: 614 TiB capacity, 540 TiB used in 114 pools) 

•  85M files  (101M last year) 

•  File sizes: 315 GiB maximum (a tar file)  
                 9.52 MiB average  (5.73 MiB last year) 

•  Directories: 479K  (323K last year)  
                   801K files in largest directory 

Storage – Lustre Statistics 
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1.  Deploy additional Lustre storage – this summer 

•  Expect to purchase as much as 670 TiB by late-June, but need to 
retire at least 230 TiB of old storage, a net increase of as much as 
440 TiB (but will buy less depending upon demand) 

•  Storage will be added gradually 

2.  Our current Lustre software (1.8.9) is essential End-of-Life 
(maintenance releases only), and we plan to start a second Lustre 
instance (2.4 or 2.5) with some of the new storage late Summer, 
eventually migrating all data out of 1.8.9 to the new release.   

•  Migrations to 2.x will be done project-by-project 

•  We will attempt to make this as transparent as possible, but it might 
require a break in running a given project’s jobs 
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Storage – Planned Changes 



•  Some friendly reminders: 
–  Data integrity is your responsibility 

–  With the exception of home areas and /project, backups are not 
performed 

–  Make copies on different storage hardware of any of your data that are 
critical 

–  Data can be copied to tape using dccp  or encp commands.  Please 
contact us for details. We have never lost LQCD data on Fermilab tape 
(2.28 PiB and growing, up from 1.6 PiB last year). 

–  At 130 disk pools and growing, the odds of a partial Lustre (/lqcdproj) 
failure will eventually catch up with us 

Storage – Date Integrity 
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Statistics 

•  April 2013 through March 2014 including JPsi, Ds, Dsg, Bc 
–  516K  jobs  

–  253.6M JPsi-core-hours 
•  Includes 1.62M JPsi-core-hours on JPsi since January (not billed) 

–  1059 GPU-KHrs 

•  USQCD users submitting jobs: 
–  FY10: 56 

–  FY11: 64 
–  FY12: 59 

–  FY13: 60 

–  FY14: 49 through March 
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•  Total Fermilab allocation: 209.8M JPsi core-hrs 
                                          1058 GPU-KHrs 

•  Delivered to date: 195.6M  (93.2%, at 79% of the allocation year) 
                              793.8 GPU-KHrs (75.0%) 

–  Does not include disk and tape utilization (14M + 1.5M) 

•  700 TiB of disk, 91 T10K-C equivalent new tapes 

–  Does not include 16.8M delivered without charge on Bc (friendly user) 
and JPsi (unbilled since Jan 1) 

–  Class A (16 total): 3 finished, 2 at or above pace (143M, 361K) 

–  Class B (4 total): 1 finished, 0 at or above pace (0.47M, 118K) 

–  Class C: 6 for conventional, none for GPUS (0.15M, 0K) 

–  Opportunistic: 8 conventional (67.7M), 3 GPU (315K) 

•  High number of projects started late and/or are running at a slow 
pace 

Progress Against Allocations 
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Another year of low 
utilization post-
lattice-conference 

Poor GPU 
utilization 
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First year for 4K+ 
running (deflation). 
Jobs this size are 
challenging. 
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•  As Paul and Bill have told you, the FY15 budget is very tight, with at 
best minimal funds available for tapes, and no funds for disk 

•  We are reducing the size of the FY14 conventional and GPU-
accelerated cluster as necessary to provide funds to carry-over into 
FY15 to cover anticipated storage needs 

•  It is more important than ever to be accurate in your requests for 
disk and tape.  Also, if your anticipated needs will change 
significantly in the next program year (July 2015 – June 2016) let us 
know ASAP. 

•  FNAL will incur costs related to retiring old (slow, unreliable) disk 
storage, and migrating data on tape to new media. 

Budget Implications for Storage 
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Lustre 

•  ~ 27% of our disks (230 of 855 TiB)  were purchased before 2010 
–  Disk warranties = 5 years, storage array warranties = 3 or 4 years  
–  To replace 2007-2009  costs $38K ($125/TB, or $137/TiB) 

–  To replace 2010 costs $22K 

•  $100K purchases about 670 TiB, or about 2 TF = 12M JPsi-core-hrs 

•  Current FNAL capacity = 850 TiB 
–  Planning on up to $110K for net expansion of 440 TiB including replacement of 

2007-2009 storage, to last through FY17 (but will buy less if possible) 
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Tape 

•  “USQCD” = gauge configurations, everything else billed to projects 

•  Cost/tape = $315 for 5.5 TB 
–  Past year’s cost = $28.6K = 3.4M JPsi-core-hrs 

•  Ingest during the past year = 0.50 PB 
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Migration Costs 
•  LQCD tapes in FNAL libraries: 

–  1797 LTO4 

–  227 T10K-C 

•  Starting in 2015, need to migrate the data on LTO4 media to 
T10K media 

•  We believe FNAL will allow LQCD to use T10K-D drives (8.5 
TB/tape) instead of current T10K-C (5.5 TB) by the time of this 
migration 
–  $57K if all 1797 tapes were migrated to T10K-D (181 tapes) 

–  $86K if all 1797 tapes were migrated to T10K-C (275 tapes) 

–  Migration of current T10K-C to T10K-D would free about 73 tapes 

–  Important to identify LTO4 data that can be retired 

•  Based on current ingest rate, need at least $30K/year for new 
data, plus up to $86K across FY15-16 for migration 
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Per Project Tape Data 
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•  During the past four months, I’ve spoken at length with 
various users of the FNAL and JLab facilities.  I’ve also 
thought a bit about emerging trends. Some observations 
in three areas are on the next few slides. 

•  Even though there were frustrations expressed by some 
of the users, they each also expressed appreciation for 
the efforts of the site teams 
–  We operate a complex computing complex.  Not all issues have 

simple, single causes or obvious solutions. 

Musings on Facility Operations and Trends 
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•  FNAL and JLab both use Torque + Maui, but with historically 
different configuration styles (“not better, just different”) 

•  JLab:  

–  Single Torque instance with multiple queues and node types 

–  “Fair Share” (closed loop) adjustment of relative job priorities  

–  “ppn” resources in node types (cores, or GPUs)  

•  FNAL: 

–  Separate Torque instance per cluster (JPsi, Ds/Dsg, Bc) 

–  Open loop setting of job priorities 

–  “ppn=1” configuration, with customized MPI launchers 

•  Torque/Maui are open source, limited in functionality compared with 
commercial versions 

–  The prices are high for commercial versions that might perform better  

–  We have not considered other “free” software (SLURM, SGE) 

Batch Systems 
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•  Over the years there have been concerns at both sites by projects worried 
about being able to use their allocations 

–  Users should bring such concerns forward to the site managers, and 
should feel free to escalate if they are not satisfied 

–  I’ve seen multiple and sometimes overlapping causes of scheduling 
woes: 

•  Misconfiguration (typos, temporary adjustments that are forgotten) 

•  Incorrect assumptions (sometimes due to poor documentation) 

•  Strong heterogeneity in the queues (wide ranges of job sizes, job times, 
distinct project counts) leading to unanticipated behaviors 

•  Complex workflows interacting badly with the scheduler (job dependencies, 
job arrays) 

•  Node failures or flakiness affecting some projects more than others 

–  Long time constants sometimes lead to frustratingly slow changes in 
scheduling patterns 

•  The sites are absolutely committed to fair distribution of resources and 
transparent operations 

Batch Systems 
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•  Many factors (obsolescence, compatibility, security issues) 
force occasional software “upgrades” 
–  There is no best time (or least bad time) for, e.g., an operating 

system upgrade  (in the same conversation I heard that the 
beginning of the project year was a terrible time for an upgrade, but 
that it was also the best time) 

–  FNAL will have to move to a RedHat 6 based environment this year 

•  We plan to deploy the new cluster with Scientific Linux 6  no binary 
compatibility with our existing clusters 

•  Bc, Ds/Dsg will initially stay at SL5 (with some binary compatibility) 

•  We may let Ds/Dsg stay at SL5 until EOL, but Bc will eventually have 
to move. 

Upgrades 
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•  … is a pain 
–  Ask folks who are struggling to learn to program GPU and Phi 

systems!  (We are fortunate to have a large collection of 
software ninjas) 

–  Our dedicated facilities now have at least 5 types of accelerators 
(2+ generations of gaming cards, Fermi, Kepler, Xeon Phi), 3 
generations of AMD processors, 2+ generations of Intel 
processors, plus BG/Q.  This heterogeneity comes at a cost 
(manpower for running the facilities, scientist manpower for code 
builds and runtime environments). 

–  The USQCD Call for Proposals gives conversion factors 
between the types of hardware, but the implied fungibility often 
does not really exist.  I think we need to be careful about 
interchanging CPU for GPU allocations, computer time for 
storage (all stakeholders should be in agreement)  

Heterogeneity 

USQCD 2014 AHM     Fermilab Report 24 



•  Storage (cost, capacity, performance) exhibits exponential 
improvements with time, but with a slower time constant 
than the improvements in cost per flop 
–  I/O is growing as a challenge to our budgets and to overall 

computing throughput 

–  The output of the annual allocations process routinely 
underestimates the realized demand  by how much should we 
over-provision? 

–  This year’s request for tape is 2.3 PB.  That is equivalent to a DC 
rate of about 75 MB/sec – definitely feasible, but the peak rates 
can be a challenge. 

–  One of the deflation projects produces ~ 6 TB every 30 hours (or 
56 MB/sec average).  Achieving full rate to tape requires large file 
sizes (multiple GB). 

Storage 
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User Support 
Fermilab points of contact: 

–  Don Holmgren, djholm@fnal.gov 

–  Amitoj Singh, amitoj@fnal.gov 

–  Sharan Kalwani, sharan@fnal.gov  

–  Alex Kulyavtsev, aik@fnal.gov    (Tape and Lustre) 

–  Yujun Wu, yujun@fnal.gov          (Globus Online) 

–  Jim Simone, simone@fnal.gov 

–  Ken Schumacher, kschu@fnal.gov 

–  Rick van Conant, vanconant@fnal.gov 

–  Paul Mackenzie, mackenzie@fnal.gov 

–  Please use lqcd-admin@fnal.gov for requests and problems 

26 USQCD 2014 AHM     Fermilab Report 



Questions? 
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